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Abstract. In this paper, we introduce a method of recognition numbers
and special characters of Vietnam sign language. We address a devel-
opment of a glove-based gesture recognition system. A sensor glove is
attached ten flex sensors and one accelerometer. Flex sensors are used
for sensing the curvature of fingers and the accelerometer is used in de-
tecting a movement of a hand. Depending on the hands postures, i.e.,
vertical, horizontal, and movement, sign language of numbers and special
characters can be divided to group 1, 2, and 3, respectively. . Firstly, the
hands posture is recognized. Next, if the hands posture belongs to either
group 1 or group 2, a matching algorithm is used to detect a number or
one of special characters. If the posture belongs to group 3, a dynamic
time warping algorithm is applied. The use of our system in recognizing
Vietnamese sign language is illustrated. In addition, experimental results
are provided.

Keywords: Recognition, Vietnamese sign language, Number, Special
Characters, Vituarl Reality Glove.

1 Introduction

There are about 360 millions of deaf people in the world, equivalent to 5% of
the total world population [17]. Most of deaf people are poverty because of
restricted educational opportunities and the poor communication. Today, re-
searchers are increasingly paying attention to construction tools translate sign
language - the language of the deaf, especially the field of investigation of hand
shape and gesture recognition because it is so useful in several applications, e.g.,
tele-manipulation, sign language translation, robotics [12], etc. In this paper, we
aim to develop a glove-based gesture recognition system that allows recognizing
Vietnamese sign language (VSL), performed by a user with a single hand, using
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a data glove as an input device. We focus on the classification and recognition of
gestures that represent Number and special characters of Vietnamese sign lan-
guage. Among the vast variety of existing approaches for hand shape and gesture
recognition, methods using sensing gloves have proven to be remarkably success-
ful [1][9]. A survey of glove-based system and their applications is presented in
[5]. Mehdi and Khan [11] used a sensor glove to capture the signs of American
sign language (ASL) performed by a user and translate them into sentences of
English language. In addition, artificial neural networks (ANNs) are used to rec-
ognize the sensor values coming from the sensor glove. ANNs have been used
for both (static) postural classification [4] and gesture classification [6][16]. A
data glove is used for recognition the Japanese alphabets [13], for the Chinese
language [3], etc. Vietnamese vocabulary is more complicated than English al-
phabet system because of more signs for VSL in comparison with ASL. Special
characters are only available in Vietnamese. Bui and Nguyen [13][15] created 22
fuzzy rules to classify Vietnamese sign language postures. They used a sensing
glove that is attached six accelerometers and a basic stamp microcontroller in
recognizing Vietnam number and special characters sign language. In this pa-
per, we aim to develop a glove-based gesture recognition system in which data
glove are used in classification and recognition numbers and special characters
in Vietnamese sign language. The glove has two main parts, i.e., sensors (flex
sensors and an accelerometer) and a system of data processing and communi-
cation. Firstly, the hands posture is detected. Depending on the hands posture,
i.e., vertical, horizontal, and movement, sign language of alphabets are divided
into group 1, 2, and 3, respectively. In the next stage, if the hands posture be-
longs to either group 1 or 2, a matching algorithm is used to detect a letter. If
the posture belongs to group 3, a letter is recognized by using a dynamic time
warping algorithm (DTW). The system of data processing and communication
(using microchip Atmega32U) handles data from sensors and then transfer re-
sults achieved to PC through USB port. Software running on a PC receives data
and then displays an animation of a gloves gestures and a letter recognized.
The paper is organized as follows: our data set and sensing glove are introduced
in Section 2. In Section 3, our recognition system of Vietnamese sign language
is described in detail. Experimental results are presented in Section 4. Finally,
conclusions are drawn in Section 5.

2 The data set and sensing glove

2.1 The data set

Our data set are numbers and specials character in Vietnamese sign language
(VSL). The numbers performances in Vietnamese sign language are different
to other such as: American (ASL), Chinines (CSL). The expressing numbers
in VSL, similar ASL and CSL with number 0 to 5, diffirent with number 6
to 9. Vietnamese alphabet system is more complicated than English alphabet
system because more signs are needed for VSL in comparison with ASL. Some
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Vietnamese typing tool as Unikey, if you want to type specail character, you
must use some letters: w, s, f, r, x, j or use number 1 to 9.

Fig. 1. Numbers in America sign language.

Fig. 2. Numbers in Vietnamese sign language.

Several specials character in Vietnamese are: acute (’), grave accent (‘), ques-

tion mark(?), tilde ()̃. They are only available in Vietnamese.
In this paper, we are going to assess on dataset a list of the following : 0, 1, 2,
3, 4, 5, 6, 7, 8, 9 and acute (’), grave accent (‘), question mark(?), tilde ()̃.

2.2 A sensing glove

The use of the sensor has been presented in [8]. Our sensing glove has two main
parts, i.e., sensors (ten flex sensors and one accelerometer) and a system of data
processing and communication. There are two flex sensors in one finger. Sensors
are fixed in one point then they can move when fingers bent. An accelerometer
and a system of data processing and communication (microchip Atmega32U is
used) are assembled in one small board that can be immobilized with a users
wrist. Flex sensors are passive resistive devices that can be used to detect bend-
ing or flexing. Flex sensors are analog resisters and work as analog voltage di-
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viders. Inside the flex sensor are carbon resistive elements within a thin flexible
substrate. When the substrate is bent, the sensor produces a resistance output
relative to the bend radius. An output of a flex sensor is an analog. Ten outputs
of flex sensors are connected to ten ADC channels of microchip Atmega32U.

Fig. 3. X-Y-Z axis of an accelerometer in which the X-axis coincide with the direction
of a hand, the Z-axis is taken to be vertical when the hand is in the horizontal plane,
and g is a gravitational acceleration vector.

Here, we use an accelerometer, i.e., ADXL345. A function block diagram of
ADXL345 is shown in [8]. The ADXL345 is a small, thin, low power, three-
axis accelerometer with high resolution (13-bit) measurement up to 16g. The
ADXL345 is well suited for mobile applications. It measures the static accel-
eration of gravity in tilt-sensing application, as well as dynamic acceleration
resulting from motion or shock. Digital output data is formatted as 16-bit twos
complement and is accessible through either a SPI (3- or 4-wire) or I2C digi-
tal interface. Fig. 3 depicts X-Y-Z axis of an accelerometer in which the X-axis
coincide with the direction of a hand, the Z-axis is taken to be vertical when
the hand is in the horizontal plane. An accelerometer returns magnitudes of the
projection of vector g to X-Y-Z axis, respectively. These digital output data is
accessible through a SPI of Atmega32U.

3 Recognition of Vietnamese numbers and special

characters sign language

In this Section, we present our algorithm for classification and recognition of
Vietnamese numbers and special characters sign language. The data set that
we selected can be divided to three groups depending on the hands postures: i)
Group 1: when the hands posture is vertical, which consists of the postures of
numbers, i.e., 0, 1, 2, 3, 4, 5, 6, 8 and 9. ii) Group 2: when the hands posture is
horizontal, i.e., 7. iii) Group 3: when the hand makes a move, which consists of
the postures of letters, i.e., acute (’), grave accent (‘), question mark(?) and tilde
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()̃. An accelerometer returns values of the projection of a gravitational acceler-
ation vector, g, to 3-axis acceleration sensor. Let (Ax, Ay, Az) be magnitudes
of the projection of vector g to X-Y-Z axis, respectively. Let S be a vector of 13
measurement parameters from sensors attached on the glove and is denoted by:

S = [f11 f12 f21 f22 f31 f32 f41 f42 f51 f52 Ax Ay Az]
T

where i = 1, 5
are values measured from two flex sensors attached on finger i, starting from

a thumb to a little finger. Based on signals from sensors attached on the glove,
our system recognizes Vietnamese alphabet sign language by a user with a sin-
gle hand, using the data glove as an input device. Here, flex sensors are used
for sensing the curvature of fingers and the accelerometer is used in recogniz-
ing the movement of a hand. Firstly, the hands postures are divided into three
groups. Next, if the posture belongs to either group 1 or group 2, the match-
ing algorithm is used to detect a letter. Given a sampling measurement vector,
we calculate a list of errors between the sampling measurement vector and a
template vector of each letter belonging to group 1 (or group 2). An output is
a letter corresponding to a letter that has the smallest error in the list. If the
posture belongs to group 3, the DTW is applied to detect a letter. DTW is an
algorithm for measuring similarity between two temporal sequences which may
vary in time or speed. Here, DTW is used to find an optimal alignment between
the sequences of movement of the hand and the sequences of template movement
of sign language of letters under certain restrictions. Our algorithm scheme for
classification and recognition is presented in Fig. 6.

3.1 Classification

Assuming that we have n sampling measurement vectors that are recorded con-
tinuously from time t0 to tn, Tt, t = [t0,t1,,tn]. The variance of Ax is determined
as follows:

Var(Ax) =
1

n

∑t+n

h=t

(

Ah
x − Āx

)2
(1)

where Āx is the expected value, i.e.,

Āx =
1

n

∑t+n

h=t
Ah

x (2)

If the variance of Ax, , is large than constant , the hand is movable. If the
variance of Ax is smaller than , the hand is immobile and the hands posture is
determined as follows:

Hand′s posture =





Horizontal if Ax ∈ (−60, 0]
V ertical if Ax ∈ [−137, −100]
NULL Otherwise

(3)

In this paper, n = 8, =3. Fig. 5 presents an example of the hands postures
depending on the values of Ax.
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Fig. 4. An example of the hands gestures corresponding to special charactes of the
Vietnamese sign language.

Fig. 5. The hands postures depending on the values of Ax.

3.2 Recognition

+ If the hand is immobile, we use the template matching method to detect a
letter for both cases: the hands posture is vertical or horizontal. Here, we do not
use parameters of an accelerometer because it is used for the classification stage.
Let Tk = [fk

11 fk
12 fk

21 fk
22 fk

31 fk
32 fk

41 fk
42 fk

51 fk
52 0 0 0]T be a template vector of

letter k-th in group 1, where is the number of letters in group 1 fk
ij , i ∈ [1, 5], j ∈

[1, 2] is the value measured from a flex sensor. Let be a sampling measurement
vector at time t and is denoted by St be a sampling measurement vector at time
t and is denoted by

St = [f t
11 f t

12 f t
21 f t

22 f t
31 f t

32 f t
41 f t

42 f t
51 f t

52 At
x At

y At
z]

T (4)

Let ∆t,k be the error of St and Tk and is calculated as follows:

∆t,k =

∑

i∈[1,5],j∈[1,2]

(

f t
ij − fk

ij

)

10
(5)

arg min
k∈[1, NC1]

∆t,k is calculated and then return letter k-th in group 1. The

recognition of letters in group 2 is performed similarly. If the hand is movable,
the DTW is applied to recognize a letter. Let Ŝn = (S0, ..., Sn) be a set of n
sampling measurement vectors from time t0 totn, where is a measurement vector
at time t ∈ (t0, tn)
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Fig. 6. An algorithm scheme for classification and recognition of Vietnamese numbers
and special characters sign language.

St = [f t
11 f t

12 f t
21 f t

22 f t
31 f t

32 f t
41 f t

42 f t
51 f t

52 At
x At

y At
z]

T (6)

Let T̂k,m = (T k,t0, .., T k,tm), k = 1, ..., NC3, be a set of m template vectors
from time t0 totn, where is a template vector at time t ∈ (t0, tn) of letter k-th
in group 3, where NC3 is the number of letters in group 3.

Tk,t = [fk,t
11 f

k,t
12 f

k,t
21 f

k,t
22 f

k,t
31 f

k,t
32 f

k,t
41 f

k,t
42 f

k,t
51 f

k,t
52 Ak,t

x Ak,t
y Ak,t

z ]T (7)

Let ∆(x, y) be the error ofSx and Tk,y , x ∈ (t0, tn) ,y ∈ (t0, tm) and is
calculated as follows:
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∆(x, y) =

∑

i∈[1,5],j∈[1,2]

(

fx
ij − f

k,y
ij

)

10
(8)

Without lost of generality, assuming that t=1, we have x = 1, n and y =
1,m. Time-normalized distance is determined as follows:

D(Ŝn, T̂k,m) =
g(n,m)

n+m
(9)

where g(n,m) is calculated recursively as follows:

g(1, 1) = ∆(1, 1)

g(x, 1) = g(x− 1, 1) +∆(x, 1)

g(1, y) = g(1, y − 1) +∆(1, y)

g(x, y) = min





g(x, y − 1) +∆(x, y)
g(x− 1, y) +∆(x, y)
g(x− 1, y − 1) +∆(x, y)



 (10)

Finally, arg min
k∈[1, NC3]

D(Ŝn, T̂k,m) is calculated and then return letter k-th in

group 3.

4 Experimental results

In this Section, the use of our system in recognizing Vietnamese numbers and
special characters sign language is illustrated. We developed a soft-ware running
on a PC in which an animation of the sensing glove and a character detected are
shown. Several samples are tested for each letter of the Vietnamese alphabet.
Precision rates of sign language recognition for letters are shown in Table 1. The
testing process includes steps: Step 1: We had sign language expert that wear
Virtual Reality Glove. Her hand movements under the sign language on our data
set. Step 2: Our group monitoring process on step 1. Based on that we get 50 data
types for each symbol is labeled. Data for samples run through the algorithm
to obtain the labels. Step 3: Calculated% of the results obtained, coinciding
with the label is correct, the difference with the wrong label available. Thus
producing the results in table 1. Several characters are recognized with precision
rate 100%, i.e., 2, 3, 4, 5, 7. Four characters, i.e., acute (’), grave accent (‘),

question mark(?), tilde ()̃ in category 3, have low precision rates because the
hand is rotated around Z-axis.
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Table 1. Precision rates of sign language recognition for numbers and special characters
of Vietnam sign language

Character Testing number Precision number Precision rate (%)

1 50 48 96

2 50 50 100

3 50 50 100

4 50 50 100

5 50 50 100

6 50 43 86

7 50 50 100

8 50 45 90

9 50 47 94

0 50 46 92

grave accent 50 30 60

acute 50 34 68

question mark 50 35 70

tilde 50 32 64

5 Conclusion

In this paper, we focus on recognition numbers and special characters in Viet-
namese sign language. We design our system using a data glove that is attached
ten flex sensors and one accelerometer. The recognition process has two stages,
i.e., recognizing the hands posture and detecting numbers and special characters,
respectively. Depending on the hands posture, either the matching algorithm or
the DTW is used to detect a letter. The utility of our system in recognizing Viet-
namese sign language is demonstrated. Precision rates of sign language recog-
nition are reported. In future works, we aim to extend our glove-based gesture
recognition system for complicated vocabulary in Vietnamese. In the future, we
plan to develop the identification system is a large set of signs commonly used
in Vietnam sign language. Thereby creating a complete system for the deaf aid.
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Abstract. Sign languages are natural languages with their own set of gestures 

and grammars. The grammar of Vietnamese sign language have significantly 

different features compared with those of Vietnamese spoken / written 

language, including the shortening, the grammatical ordering, and the emphasis. 

Natural language processing research on Vietnamese sign language including 

study on spoken / written Vietnamese text shortening into the forms of 

Vietnamese sign language is completely new. Therefore, we proposed a rule-

based method to shorten the spoken / written Vietnamese sentences by reducing 

prepositions, conjunctions, and auxiliary words and replacing synonyms. The 

experimental results confirmed the effectiveness of the proposed method. 

1   Introduction 

The deaf communities in the world mostly communicate by performing gestures. 

The common used gestures were converted to sign languages since 18th century. After 

that, the sign languages have developed gradually and recognized as the official sign 

languages of the deaf communities of the countries. The sign language used by the 

deaf community of Vietnam is Vietnamese Sign Language (VSL).  

Although sign languages share many similarities with spoken languages, there are 

some significant differences between sign and spoken / written languages in grammar 

and linguistic properties. As a result, VSL as well as other sign languages are natural 

languages with their own set of gestures and grammar. For instance, American Sign 

Language (ASL) has its own grammar system (its own rules for phonology, 

morphology, syntax, and pragmatics), separate from that of English [1]. 

Sign language translation (SLT) is the system translating written text to signs or / 

and signs to text. The adult deaf are quite easy to show what they mean to normal 

hearing people after their practice of sign and body languages every day. However, 

normal hearing people are very difficult to show their ideals to the deaf since they are 

rarely use body and sign languages. As a consequence, it seems that the translation 

side from text to signs is more helpful for the deaf than the side from signs to text. 

Since sign languages are natural languages with their own grammar and linguistic 

properties, SLT requires researches in natural language processing (NLP). However, 



there are just a few NLP researches in SLT in the world [2-6]. Especially, NLP 

research on VSL and Vietnamese SLT is completely new. 

In [5], Humphries mentioned that shortening is one of the most important 

characteristics in ASL. What this means is text shortening is a critical step in NLP 

researches for SLT. 

One recent research of Gouri Sankar Mishra and his colleagues proposed a NLP 

system to translate spoken English to Indian Sign Language (ISL) as shown in Figure 

1, including a text shortening method as shown in Figure 2 [3]. The translation model 

follows a rule-based method in which a parser is used to parse the full English 

sentence and a dependency structure is identified from the parse tree. This structure 

represents the syntactic and grammatical information of a sentence. The shortened 

ISL sentence is generated from a bilingual ISL dictionary and a wordnet. From this 

shortened ISL sentence the corresponding ISL signs are displayed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Prototype machine translation system for ISL [3]. 
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Fig. 2. : The architecture of the translation model for ISL [3]. 

Since NLP research on VSL and Vietnamese SLT is completely new, this paper 

proposed a method of spoken / written Vietnamese text shortening for Vietnamese SLT. 

2   Linguistic fundamentals of the text shortening characteristic in VSL 

VSL in the normal communication among the Vietnamese deaf has some basic 

characteristics. In [7], people show three most important characteristics of VSL. The 

first one is the shortening characteristic, in which the sentence of VSL is shorter than 

the sentence of the spoken / written Vietnamese language caused by the reduction of 

the prepositions and auxiliary words in the sentence. The second one is the 

grammatical ordering characteristic, in which grammatical ordering in VSL is 

different with that of spoken / written Vietnamese. The third one is the limited 

vocabulary characteristic of VSL. This characteristic is originated from the limited 

cognitive of the deaf. In [8], people show that there are three features in VSL, 

including the shortening, the grammatical ordering, and emphasis. The reduced 

components in VSL sentences are prepositions, conjunctions, and auxiliary words.  

Table 1.  Some examples of text shortening 

 

Full sentences in spoken Vietnamese language 

(in Vietnamese) 

Reduced sentences in VSL 

(in Vietnamese) 

Viết bằng bút chì Viết  bằng bút chì 

Tôi và anh đi học Tôi  và anh đi học 

Anh ăn cháo hay ăn cơm? Anh ăn cháo  hay ăn cơm? 

Mặc dầu trời mưa, tôi vẫn đi học Mặc dầu trời mưa, tôi  vẫn đi học 

Lấy hộ chị quyển sách Lấy  hộ chị quyển sách 



 

Based on the characteristics of meaning and location appearing in the sentences, 

auxiliary words in Vietnamese can be divided into the following categories: 

- Stressed auxiliary words: These words are used to emphasize words, phrases or 

sentences that accompany them. They are preceded by words or phrases that need 

emphasis. These are several Vietnamese words such as: cả, chính, đích, đúng, chỉ, 

những, đến, tận, ngay,... 

These are some examples of stressed auxiliary words in Vietnamese: 

+  Hai ngày sau, chính một số cảnh sát đã giải anh đi tối hôm trước lại quay về nhà 

thương Chợ Quán (Trần Đình Vân) 

+ Nó mua những tám cái vé 

    + Nó làm việc cả ngày lễ. 

- Modal auxiliary words: These words are used to express emotions, moods, or 

attitudes. These words often indicate the purpose of the sentence (ask, order, exclaim 

...). They stand at the end of the sentence to express the doubt, urge or exclamation. 

They also reveal the attitude or the feelings of the speaker, the writer. These are 

several Vietnamese words such as: à, ư, nhỉ, nhé, chứ, vậy, đâu, chăng, ừ, ạ, hả, hử.... 

These are some examples of modal auxiliary words in Vietnamese: 

+ Chúng ta đi xem phim nhé? 

+ Đã bảo mà! 

+ Trời có mưa đâu? 

- Exclamations words: These are words that directly express the emotions of the 

speaker. They cannot be used as emotional names, but as indications of emotions. 

They cannot be official part of a phrase or sentence, but can be separated from the 

sentence to form a separate sentence. They are often associated with an intonation or 

gesture, facial expressions or gestures of the speaker. Exclamation words can be used 

to call or answer (ơi, vâng, dạ, bẩm, thưa, ừ,...), can be used to express feelings of joy, 

surprise, pain, fear, anger,... (ôi ! trời ơi, ô, ; ủa, kìa, ái, ối, than ôi, hỡi ôi, eo ôi, ôi 

giời ôi,...). It can be said that exclamations words are used to express sudden, strong 

emotions of different types. 

A text shortening algorithm involves grouping the above components into a dataset 

that is compared to the original text in the shortening process. With the linguistic 

bases analyzed above, we proposed a rule-based shortening method as present below. 

3   The proposed text shortening method 

The core ideal of the text shortening method proposed in this paper is the use of a 

vocabulary of all removable words in VSL including prepositions, conjunctions and 

modal auxiliary verbs.  

Our currently VSL dictionary contains about 3000 words where each word 

corresponds to a distinct sequence of sign gestures. The number of words and phrases 

in this VSL dictionary is much smaller than that in spoken / written Vietnamese 

dictionary. The words appeared in Vietnamese dictionary but reduced in VSL 

dictionary are not only prepositions, conjunctions and modal auxiliary verbs but also 

synonyms. Therefore, in the proposed method, if words or phrases appeared in 



Vietnamese dictionary but not in VSL dictionary, corresponding synonyms are 

searched in the VSL dictionary also.  

The proposed method is described in Fig. 3 and explained step by step as follows: 

Step 1. Use Vietnamese word segmentation with parsing tool Bikel, Vietnamese 

treebank, and VSL dictionary in the preprocessor to return the list of words and 

phrases. 

Step 2. Find the labels of words and phrases.  

- If the words and phrases are not found in the VSL dictionary, we find the 

corresponding synonyms and find the labels again.  

- If the results are found, we move to Step 3, else we move to Step 4. 

Step 3. Shorten the sentence by reducing the words or phrases with labels as 

prepositions, conjunctions and modal auxiliary verbs. Then, return the shortened 

sentence.  

Step 4. Insert unfound words and phrases to a database. In the next steps for 

building a full VSL translator, each word or phrase in this database will be performed 

by pronouncing.   

Fig. 3. Systematic diagram of the proposed method 



4   Experiment Results 

4.1   Evaluation method  

BLEU is a method to evaluate quality of the documents automatically translated 

my machine, proposed by IBM in 2002 [9] and used as the primary evaluation 

measure for research in machine translation in [10]. The original ideal of the method 

is to compare two documents automatically translated by machine and manual 

translated by linguistic experts. The comparison is performed by statistical analyzing 

the coincidence of the words in the two documents that takes into account the order of 

the words in the sentences using n-grams. Specifically, BLEU scores are computed by 

statistically analyzing the degree of coincidence between n-grams of documents 

automatically translated by machine and the ones manual translated by high-quality 

linguistic experts [11]. 

BLEU score can be computed as follows [11]: 
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- NRj: the number of n- grams in segment j in the reference translation (by 

experts) with a matching reference co-occurrence in segment 

- NTj: the number of n- grams in segment j in the translation (by machine) 

being evaluated. 

- wi= N-1 

- Lref: the number of words in the reference translation (by experts) that is 

closest in length to the translation being scored. 

- Ltra: the number of words in the translation (by machine) being scored. 

The value of score evaluates the correlation between the two translations by 

experts and machine, computed in each segment where each segment is the minimum 

unit of translation coherence. Normally, each segment is usually one or a few 

sentences. The n-gram co-occurrence statistics, based on the sets of n-grams for the 

test and reference segments, are computed for each of these segments and then 

accumulated over all segments. BLEU’s output is always a number between 0 and 1. 

This value indicates how similar the candidate text is to the reference texts, with 

values closer to 1 representing more similar texts. 

4.2   Evaluation results 

We built a VSL dictionary with 3000 words and phrases. For evaluation, we used 

200 simple sentences extracted from on the textbooks used in the schools for deaf 

children. After being translated (shortened) by using the proposed method, we 



computed the BLEU scores between the translated sentences and the corresponding 

ones conducted by one expert in VSL. 

The results of computed BLEU scores are shown in Fig. 3. The ratio of sentences 

correctly translated by using the proposed method (corresponding with BLEU score is 

one) is 97.5%. A few sentences incorrectly translated is caused by semantic ambiguity 

will be solved in our future researches. 

Table 2.  BLEU scores 

 

 

 

 

5   Conclusions 

NLP research on VSL and Vietnamese SLT is completely new. It is know that 

shortening is one of the most important features of VSL. In this paper, we proposed a 

rule-based method to shorten the spoken / written Vietnamese text into VSL forms by 

reducing prepositions, conjunctions, and modal auxiliary verbs and replacing 

synonyms. The experimental results show that the proposed method is efficient.  

In the next researches, we will continue to study other issues on VSL and 

Vietnamese SLT.   
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Abstract 
Sign languages have their distinct syntax and grammar 
characteristics. In this paper, we summarized linguistic 
rules in syntax of Vietnamese sign language and proposed 
a rule-based algorithm for syntax transformation in 
Vietnamese sign language. The experimental results show 
that the proposed algorithm is efficient and useful for 
building automatic Vietnamese sign language translation. 
Key words: 
Vietnamese sign language, syntax transformation, sign language 
translation. 

1. Introduction 

Sign language is the daily language for the deaf performed 
by using unified hand gestures. Sign languages have been 
developed in several centuries and recognized as official 
languages with distinct vocabularies and grammars.  

There are some translation services and products built to 
assist the deaf communicating with normal hearing people. 
The cores of these systems are the syntax transformation 
algorithms. 

One of the most successful sign language translation 
systems up to now is the ViSiCAST for English [1]. This 
system uses an algorithm called as Head-driven Phrase 
Structure Grammar (HPSG) to convert English written 
documents into English sign language documents. The 
core of this system is the use of syntax analysis system 
CMU to analyze input English documents, and then 
transform them to correspondent English sign language 
documents by using declarations in Prolog [1].   

TEAM project [2] is an American Sign Language (ASL) 
translation using other algorithm called as Synchronous 
Tree Adjoining Grammar (STAG). This system uses a 
bilingual dictionary between spoken / written English and 
English sign language [3]. This system also uses a syntax 
transformation in which input English sentences are 
analyzed and transformed. 

The research in [4] aims to design a statistical machine 
translation from English written text to ASL. The system 
is based on the use of Moses tool with some modifications  

and the results are synthesized through a 3D avatar for 
interpretation. 

 

Fig. 1  Examples of IBM defines the translation probability for an 
English sentence.[4] 

One recent research in [5] also proposed a translation 
between spoken / written English into Indian Sign 
Language (ISL). The objective of this work is to design a 
translation machine which can translate English text to ISL 
glosses. This approach is based on statistical machine 
translation for ISL by using a corpus. The corpus is 
prepared by collecting glosses and sentences used in 
Indian Railways for announcement and conversation in 
public assistance counters.  

Sign : NAYA: ABHI: BACHA: ISKU: L SIKHA: NA: 
ISL Gloss: new now child school teach 

English : The new (thing is that) children are now taught (sign 
language) at school.’ 

Sign : PAHLE SIKHA: NA: MUSKIL. 
ISL Gloss: before teach difficult 

English : ‘(Signs) were not taught before; (it was too) difficult.’ 
Sign : ABHI: SURU: BACHA: SIKHA: NA: 

ISL Gloss: now begin child teach 
English : ‘Now they have started to teach the children.’ 

Fig. 2  Examples of English to ISL gloss translation [5]. 

Language grammars are complex issues and largely 
different between languages. Therefore, researches on 
ASL or ISL cannot be directly applied for Vietnamese sign 
language (VSL). Therefore, in this paper, we proposed a 
syntax transformation algorithm applied in VSL 
translation system. 
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2. Linguistic fundamentals of Vietnamese sign 
language  

One of three most important features of VSL is the syntax. 
The syntax of VSL has distinct rules and is different with 
those of Vietnamese spoken / written language [6]. In this 
section, we present fundamental syntax rules of VSL. 

2.1 Sentence forms 

- Simple sentences:  
The structure of spoken / written Vietnamese language is 
Subject → Predicate → Object. However, the structure of 
VSL is Subject → Object → Predicate. 

Table 1: Simple sentence 

 Vietnamese Spoken / 
Written Language 

Vietnamese Sign 
Language 

Structure Subject → 
predicate → object 

Subject → object 
→ predicate 

Example in 
Vietnamese Cô ấy ăn táo Cô ấy táo ăn 

 
 

- Question sentences:  
The structure of Vietnamese spoken / written sentences 
and Vietnamese sign sentences are completely different.  
There is no need to use words Yes / No in yes-no VSL 
questions. Instead of that, the expression on the face can 
be used to show the state of question sentences.  

In Vietnamese spoken / written language, the positions of 
ask words in question sentences are not fixed. However, in 
VSL, ask words are always at the end of the sentences. 

Table 2: Question sentences 

 Vietnamese Spoken 
/ Written Language 

Vietnamese Sign 
Language 

Structure 
Subject → ask 

words → predicate 
→ object? 

Object → predicate 
→ subject → ask 

words 

Example Ai ăn táo? Táo ăn ai? 

Structure 
Subject → 

predicate → ask 
words → object? 

Subject → object 
→ predicate → ask 

words? 

Example in 
Vietnamese 

Cường ăn mấy quả 
táo? 

Cường quả táo ăn 
mấy? 

- Negative sentences:  
Vietnamese has different types of negative sentences 
including full negative sentences and partial negative 
sentences. 

In Vietnamese spoken / written language, verbal negatives 
in partial negative sentences precede the main verbs. 
However, in VSL, negative words always follow verbs and 
locate at the end of the sentence. 

Table 3: Negative sentence forms 

 Vietnamese Spoken / 
Written Language 

Vietnamese Sign 
Language 

Structure 
Subject → predicate 

→ negative word 
→ object 

Subject → object 
→ predicate → 
negative word 

Example in 
Vietnamese 

Cường không ăn 
táo. 

Cường táo ăn 
không. 

2.2 Word orders 

The word orders of Vietnamese spoken / written language 
and VSL have significant differences as shown in Table 4 
and 5.  

Table 4: Nouns and numerals 

 Vietnamese Spoken / 
Written Language 

Vietnamese Sign 
Language 

Structure Numeral → Noun Noun → Numeral 

Example in 
Vietnamese Hai quả táo Qủa táo hai 

Table 5: Verbs and negative words 

 Vietnamese Spoken / 
Written Language 

Vietnamese Sign 
Language 

Structure Negative word → 
verb 

Verb → negative 
word 

Example in 
Vietnamese Không ăn Ăn không 

3. Building rule-based syntax transformation 
trees 

Based on the linguistic fundamentals of VSL, we built 
rule-based syntax transformation trees as the following. 
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Fig. 1 Structure of syntax tree transforming simple sentences 

 
Fig. 2 Structure of syntax tree transforming type 1st negative sentences 

 
Fig. 3 Structure of syntax tree transforming type 2nd of negative sentences 

 
Fig. 4 Structure of syntax tree transforming type 1st of question 
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Fig. 5 Structure of syntax tree transforming type 2nd of question 

 

Fig. 6  Structure of syntax tree transforming sentences with numerals 

4. Proposed syntax transformation algorithm 

Based on the above syntax transformation trees, we 
proposed a rule-based syntax transformation algorithm for 
VSL as shown in Fig. 7. 

 

Fig. 7 Syntax transformation algorithm for VSL translation 
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5. Experiment Results 

5.1 Evaluation method 

BLEU is a method to evaluate quality of the documents 
automatically translated my machine, proposed by IBM in 
2002 [7] and used as the primary evaluation measure for 
research in machine translation in [8]. The original ideal of 
the method is to compare two documents automatically 
translated by machine and manual translated by linguistic 
experts. The comparison is performed by statistical 
analyzing the coincidence of the words in the two 
documents that takes into account the order of the words in 
the sentences using n-grams. Specifically, BLEU scores 
are computed by statistically analyzing the degree of 
coincidence between n-grams of documents automatically 
translated by machine and the ones manual translated by 
high-quality linguistic experts [9]. 

BLEU score can be computed as follows [11]: 

















−−= ∑

=

N

i
ii pwscore

1 tra

ref 0,1
L
Lmax)log(exp  (1) 

- 
∑
∑

=

j
j

j
j

i NT

NR
P  

- NRj: the number of n- grams in segment j in the 
reference translation (by experts) with a matching 
reference co-occurrence in segment 

- NTj: the number of n- grams in segment j in the 
translation (by machine) being evaluated. 

- wi= N-1 
- Lref: the number of words in the reference 

translation (by experts) that is closest in length to 
the translation being scored. 

- Ltra: the number of words in the translation (by 
machine) being scored. 

The value of score evaluates the correlation between the 
two translations by experts and machine, computed in each 
segment where each segment is the minimum unit of 
translation coherence. Normally, each segment is usually 
one or a few sentences. The n-gram co-occurrence 
statistics, based on the sets of n-grams for the test and 
reference segments, are computed for each of these 
segments and then accumulated over all segments. It is 
clear that the smaller the score, the better the co-
occurrence statistics.  

5.2 Evaluation results 

We built a VSL dictionary with 3000 words and phrases. 
For evaluation, we used 200 simple sentences extracted 
from on the textbooks used in the schools for deaf children. 
After being translated (shortened) by using the proposed 

method, we computed the BLEU scores between the 
translated sentences and the corresponding ones conducted 
by one expert in VSL. 

The results of computed BLEU scores are shown in Fig.7. 
The ratio of sentences correctly translated by using the 
proposed method (corresponding with BLEU score is zero) 
is 97.5%. A few sentences incorrectly translated is caused 
by semantic ambiguity will be solved in our future 
researches. 

Table 5: BLEU Score 
ID sentence Linput BLEU Score 

1 5 1.000 

2 3 1.000 
3 7 0.253 
4 5 1.000 
… … … 
… … … 

196 6 0.2778 
197 7 1.000 
198 5 0.5250 
199 4 1.000 
200 3 1.000 
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�è\Vstê\XV�\̂Vŝv\̂V\Xr\V\XâVã�V̂tgYV�\̂V!Þ�'(�V
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\ĴQ�Ó̀uQÇ¬B?5v̀QDx?@̄dU?@ÔQN[s«L̀ Õ̂LMP�QST[QZ\sQ
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9:¼A:8=¤:E�?8?ĈA8?��bH�bdpqb½¾qub̈�bu~?8
[:SA87P8Q~AN89:C8mÊ8?QnA:8NB�ubG~8L�98
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Abstract. Automatic translation of Vietnamese sign language is a new 

and meaningful problem. Automatic translation of Vietnamese sign 

language is a meaningful solution as it promises to eliminate 

communication obstacles and improve the lives of the deaf people. With 

the support of automatic translation technologies, there are many 

effective translation methods. However, the important problem in the 

current problem is that there is not a large enough amount of data 

available to evaluate and develop translation models. With wordnet, 

automatic data augmentation is possible. By applying the hyponym and 

hypernym in wordnet with the criteria of this study, we enrich the data 

based on the original data built. The measure of data similarity between 

the sentences generated from the original sentence is evaluated 

accordingly based on the combination of the cosine measure and meets 

the data requirements of the Vietnamese sign language automatic 

translation problem. Experiments show that BLEU scores on some 

translation models achieve high results after data augmentation. 

Keywords: Natural Language Processing, Machine translation, Wordnet, Data 

Augmentation. 

1 INTRODUCTION  

Sign language has long been established as the official language of the deaf people 

in several countries. The language used by the Vietnamese deaf community is called 

Vietnamese Sign Language (VSL). Although sign language and spoken language have 

many similarities, there are substantial distinctions between spoken and written sign 

language [1]. For example, American Sign Language (ASL) has its own grammatical 

system (separate rules for phonemes, morphology, syntax, and semantics) that are dif-

ferent from those in English [2]. VSL is utilized as the official language in the approx-

imately 7.5 million-member Vietnamese deaf population. Similar to other foreign lan-

guages, there are significant communication difficulties if sign language cannot be un-

derstood and comprehended.  

 



There are two problems with the sign language interpretation process: converting 

sign language to regular language and vice versa. In which, the problem of translating 

from ordinary language is a major problem in order to transmit information and bring 

social knowledge to the deaf. Given the significant scientific and technological ad-

vancements in the field of information technology, there exist sign language translation 

systems in the world, such as TESSA - Translation from Speech to English Sign Lan-

guage (BSL) [3]; ViSiCAST translator is a tool to translate from English to English 

sign language [4]; the SignSynth project is based on the ASCII-Stokoe model [5] ; the 

ASL workbench system is an automatic text translation system into American Sign 

Language [6]; the TEAM project is a text-to-American sign language translation system 

using the contiguous grammar tree technique. Recent research conducted by Gouri 

Sankar Mishra and colleagues presented a technique for translating spoken English into 

Indian Sign Language (ISL) [7]. Most of these research projects were initially based on 

structural translation models. 

The process of translating ordinary language into sign language includes the follow-

ing steps: 

 
Figure 1: The process of translating speech into sign language 

In which, (1) is the process of translating speech recognition into text. There have 

been many studies and applications that handle this part of the job well, such as Goog-

le's API. (2) is the process of converting plain text into a syntactically correct form in a 

sign language. (3) is the process of simulating from syntactically correct text in sign 

language into representations such as 3D models or videos and images of sign language. 

In this procedure, the second step gets the most attention due to the completion of the 

conveyed message. The basic challenge is that sign language, in general, has limited 

vocabulary compared to spoken/written language. If the machine translation is poorly 

performed, the complete message might not be successfully communicated, or in some 

cases, the conveyed message has a different meaning from the original [8]. Recent re-

searches are making the most out of the technical advances in the fields of Natural 

Language Processing (NLP), Deep Neural Networks (DNN), and Machine Translation 

(MT), with the aim to develop systems that are able to translate between signed and 

spoken languages in order to fill the gap of communication between the SL speaking 

communities and the people using vocal language [9].  

On a modest, custom-built dataset, we have used translation approaches and models 

to produce a number of successful translations. We have gone through a series of steps 

in our investigation of the situation. Initially, we proposed a rule-based translation tech-

nique using the syntactic rules of VSL [10] [11]. In this research, we propose a simple 

data augmentation method to apply to translation models. This is necessary for training 

models to improve the system's translation accuracy. Lastly, the detailed analysis and 

evaluation of the findings will be provided. 



3 

We currently have a bilingual dataset of Vie - VSL pairs including 10,000 sentence 

pairs that have been built and evaluated by a number of language experts and applied 

to the rule-based translation problem. This data is built on the domain of common com-

munication sentences. We chose this data domain because it is closer and more mean-

ingful to the hearing impaired. However, to apply some statistical machine translation 

methods, this data source is not large enough. We are studying this way of data aug-

mentation based on wordnet to serve the statistical translation problem.  

2 The proposed method 

2.1 Data augmentation background 

The WordNet semantic network is a lexical-level data collection describing the 

semantic link between words [12]. WordNet is comprised of three distinct tuples: one 

for nouns, one for verbs, and one for adjectives and adverbs. The English WordNet 

dataset, as of version 3.0, has around 117,000 nouns, 11,400 verbs, 22,000 adjectives, 

and 4,600 adverbs. As illustrated in Figure 2, the WordNet is structured as a tree, with 

each node containing a prototype word (lemma) and a collection of synonyms (synset). 

The WordNet only shows semantic relations, not phonetic or morphological 

relationships.  

 
 

Figure 2: Hierarchical structure of WordNet 

We use the wordnet's features to produce new data by changing words in sentences 

based on their semantic relationships. The newly generated sentence retains the same 

syntax and semantics, thus the same conversion rule is used to convert it to VSL. With 

the similarity assessments in the experimental section, the translation is therefore 

performed accurately and semantically. 

 

Grammar parsing gives us the syntactic structure of a sentence. However, grammar 



analysis can only determine grammatical accuracy and not semantic correctness. For 

example, by analyzing the phrase “the table eats the chicken,” we notice that it is 

absolutely grammatically accurate (“the table” acts as the subject, “eat” is the verb, and 

“the chicken” acts as a modifier for the verb). However, it is clear that the "table" cannot 

"eat" the "chicken", instead if it is changed to "the dog eats the chicken", it will be more 

reasonable. So how do you know if "the table" or "the dog" can "eat the chicken"? – 

one of the feasible solution is to use the hypernyms - hyponyms relationships in 

WordNet. Assume there is a heuristic stating that the verb "to eat" can only be 

performed by "animals" (i.e. only animals can eat). Thus, to determine if an object can 

eat or not, we will examine its hypernyms to see whether it is "animal" or not. By 

traversing back to the hypernyms, it is straightforward to determine that "dog" can 

execute the action "eat" but "table" cannot. Similarly, we may apply semantic 

restrictions to a statement to determine whether it is semantically accurate. From there, 

it is feasible to build new phrases by substituting identically hypernyms. Figure 3 

depicts the structure of the hypernyms with the keyword "dog.". 

 
 

Figure 3: The structure of the hypernyms - hyponyms for the keyword “dog”. 
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Figure 4. Illustration of criteria using the Synset 𝐸𝑖
𝑗
. 

 

In our problem, we use 3 criteria: 

Sibling criterion: applied when all synset sets 𝑆𝑖
𝑗
 when all synset sets contain sibling 

synsets (with the same synset and hypernym). Then the synset {𝐸1
1, 𝐸1

2, … } is selected 

as sibling synsets 

That is: 𝑆𝑉 = {𝑆𝑖
𝑗𝑘

/𝑆𝑖
𝑗𝑘

∈ 𝑆𝑖
𝑗
(∀𝑗: 0 ≤ 𝑗 ≤ 𝑛𝑖

𝑗
), (𝑆𝑃 𝑖𝑠_ℎ𝑦𝑝𝑒𝑟 𝑆𝑖

𝑗𝑘
)}       

Parent-child criterion: applied when the synset sets 𝑆𝑖
𝑗
 contain a synset that is 

superior to the remaining synsets (as long as each remaining synset has a synset that is 

a subordinate of the above-mentioned superior synset). Then the synset {𝐸1
1, 𝐸1

2, … } is 

selected as sibling synsets. 

That is:  

𝑆𝑉

= {𝑆𝑖
𝑗𝑘

/∃𝑆𝑝 ∈ 𝑆𝑖
ℎ(ℎ ∈ [1 … 𝑛𝑖

𝑗
]),  𝑆𝑖

𝑗𝑘
∈ 𝑆𝑖

ℎ(∀𝑗: 0 ≤ 𝑗 ≤ 𝑛𝑖
𝑗
, 𝑗 ≠ ℎ), (𝑆𝑃 𝑖𝑠_ℎ𝑦𝑝𝑒𝑟 𝑆𝑖

𝑗𝑘
)}       

Grandparent- grandchildren criterion: applied when in synset sets 𝑆𝑖
𝑗
 contain a synset 

that is superior to the remaining synsets (as long as each remaining synset has a synset 

that is a subordinate of the above-mentioned superior synset). Then the synset 

{𝐸1
1, 𝐸1

2, … } is selected as these subordinate synsets.  

𝑆𝑉

= {𝑆𝑖
𝑗𝑘

/∃𝑆𝑔 ∈ 𝑆𝑖
ℎ (ℎ ∈ [1 … 𝑛𝑖

𝑗
]), 𝑆𝑖

𝑗𝑘
∈ 𝑆𝑖

𝑗
(∀𝑗: 0 ≤ 𝑗 ≤ 𝑛𝑖

𝑗
 , 𝑗 ≠ ℎ), (𝑆𝑔 𝑖𝑠_𝑑𝑖𝑠𝑡_ℎ𝑦𝑝𝑒𝑟 𝑆𝑖

𝑗𝑘
)}       

 

Thus, when the word W appears in a phrase, W can be replaced with W' if W and W' 

satisfy the sibling, parent-child, and grandparent-grandchild criteria. Therefore, 

depending on the structure of the hypernyms and hyponyms and other characteristics 

of wordnet, we may construct fuzzy data by changing words in previous phrases 

according to predetermined criteria.  



2.2 Data Augmentation Process 

With the features of wordnet about semantic relations between words, we replace 

words in sentences to generate new data. The new phrase is syntaxically unchanged and 

semantically logical, so to translate it to VSL we keep the same conversion rule. As a 

result, the translation is done correctly and semantically with similarity assessments in 

the experimental part. 

The base dataset is a bilingual data including 10,000 pairs of Vietnamese - Vietnamese 

sign language sentences that have been built and evaluated by a number of linguistic 

experts. The procedures involved in constructing bilingual data are outlined below: 

Step 1: Crawl VSL dictionary from source: https://tudienngonngukyhieu.com/. This 

is a dictionary of sign language that is commonly used by the deaf population in 

Vietnam.  

Step 2: Add to VSL Sign Language Dictionary: Since 2017, we have compiled a 

database of VSL dictionaries from the aforementioned website by collaborating with 

professionals and the deaf community. Because of sign language's brevity and 

simplicity, its lexicon has a small selection of words. We gathered a total of 3053 

language units. As of 2022, the number of words and phrases is continuously added and 

there are 6304 characters/words/phrases represented in sign language. 

Step 3: Construct a list of synonyms: This stage aims to optimize the representation 

of words and phrases in Vietnamese sentences into VSL, while the sign language 

dictionary is limited. All words that are not represented in sign language, including 

proper names and numerals, can be communicated in VSL through spelling. 

Step 4: Construct a set of pairs of “bilingual” sentences. For our problem, we 

employed the parsing toolkit, which is the result of research by Nguyen et al. 

Preprocessing comprises input data normalization as well as a collection of techniques 

for extracting and labeling VietWS terms [13].   The data comprises of communication-

related phrases that have been partially semi-automatically processed and then carefully 

examined. Finally, the data were re-evaluated by a number of sign language specialists. 

For the creation of a rule-based translation system, we accumulated a total of 10,000 

pairs of Vietnamese-to-VSL bilingual phrases. Data published and shared at 

https://github.com/BichDiep/data-rules-VSL. We propose a method to enrich this data 

based on wordnet from this constructed 10,000-sentence original dataset. 

Based on the properties and characteristics of wordnet for semantic constraints to 

check semantic correctness in sentences, we have a process of building new data 

through the following steps. 

 

Algorithm: Data-Augment-VSL 

1: Input: Sentences S 

2: Output: Set of sentences S’ are generated based on S. 

3: Split W word ∈ S 

4: X ⇐W. hypernyms() 

5: For i=1,n Do 

Xi⇐X.hyponyms() 
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 Add Xi to set T  

6:  While !∃ Xi.hyponyms: 

 Yi ⇐ Xi.hyponyms() 

 Add Yi to set T 

7: Replace replace each element in T, create new data S' 

We proceed to produce new data based on part of the data that was initially built. 

Our data is evaluated by a community of deaf people and several language experts in 

the field, then the data is enriched using the proposed method. 

Figure 5 depicts the creation of new data from an original sentence S. The sen-

tence "I eat apples" is parsed and the noun 'apple' is separated from the words in the 

sentence. Using the preceding approach, we obtain the set T, which consists of replace-

ment words, in order to construct the set S', which contains new sentences. This set of 

T consists of 92 words (excluding the initial words), hence it generates 92 new sen-

tences.  

 
Figure 5. Example of generating new data from an original sentence. 

3 Experiment and evaluate the results 

3.1 Evaluation method 

Bilingual Evaluation Understudy (BLEU) is a method to evaluate quality of the 

documents automatically translated my machine, proposed by IBM in 2002 and used 

as the primary evaluation measure for research in machine translation in [14]. The orig-

inal ideal of the method is to compare two documents automatically translated by ma-

chine and manual translated by linguistic experts. The comparison is performed by sta-

tistical analyzing the coincidence of the words in the two documents that takes into 

account the order of the words in the sentences using n-grams. Specifically, BLEU 

scores are computed by statistically analyzing the degree of coincidence between n-



grams of documents automatically translated by machine and the ones manual trans-

lated by high-quality linguistic experts [11]. BLEU score can be computed as follows 

[1: 

𝑠𝑐𝑜𝑟𝑒 = 𝑒𝑥𝑝 {∑ 𝑤𝑖 𝑙𝑜𝑔( 𝑝𝑖) − max (
𝐿ref

𝐿tra
− 1,0)𝑁

𝑖=1 }  

- 𝑃𝑖 =
∑ 𝑁𝑅𝑗𝑗

∑ 𝑁𝑇𝑗𝑗
 

- NRj: the number of n- grams in segment j in the reference translation (by ex-

perts) with a matching reference co-occurrence in segment 

- NTj: the number of n- grams in segment j in the translation (by machine) being 

evaluated.  

- wi= N-1 

- Lref: the number of words in the reference translation (by experts) that is closest 

in length to the translation being scored. 

- Ltra: the number of words in the translation (by machine) being scored 

The value of score evaluates the correlation between the two translations by experts 

and machine, computed in each segment where each segment is the minimum unit of 

translation coherence. Normally, each segment is usually one or a few sentences. The 

n-gram co-occurrence statistics, based on the sets of n-grams for the test and reference 

segments, are computed for each of these segments and then accumulated over all seg-

ments. This value indicates how similar the candidate text is to the reference texts, with 

values closer to 1 representing more similar texts. The BLEU was introduced by IBM 

and has since become the standard assessment metric for machine translation studies. 

In these experiments, we employ Multi-BLEU scripts to evaluate quality of the trans-

lation based on the BLEU score [15]. 

 

The method described above verifies the similarity of newly generated sentences 

based on their closeness to the structure of wordnet [16]. The method for measuring the 

similarity between two words is shown in Figure 6. 



9 

 
Figure 6. Model of the sentence similarity measuring approach utilizing WordNet. 

3.2 Evaluation Results  

We tested the method from initially built data. Our data is evaluated by a community 

of deaf people and several language experts. Then enrich the data using the proposed 

method. To evaluate our experiments, we base on data augmentation criteria. At the 

same time, we also score BLEU to evaluate the newly enriched data warehouse com-

pared with the original data set on some machine translation models. 

Table 1. Degree of data enrichment from the original data according to the proposed method. 

ID 
The word count 

of the set T 

Number of original 

sentences 

Number of new 

sentences 

1  94 35 3290 

2 12 4424 53088 

3 183 5 915 

4 471 3 1413 

5 438 10 4380 

With a pair of 10,000 sentences in a bilingual dataset originally constructed with 

4626 lexical units and a context-based wordnet dataset that enriches the data with se-

mantically meaningful and logical sentences. To evaluate the experiments with 63086 

new data generated from the set of 10000 original data, we evaluate the BLEU scores 

of some machine translation methods for the problem of automatic translation of 



Vietnamese sentences into VSL syntax correct sentences. The experimental process 

shows that, when re-evaluating the enriched bilingual sentences by the proposed 

method, the data increases by 14.4 times for some lexical groups which are nouns, pro-

nouns and adjectives. As for the group of verbs, this method cannot be used because 

most of the newly born sentences are not semantically suitable. We evaluate the simi-

larity between the nascent data and the original data using the similarity measurement 

method. With a range of values from 0-1 corresponding to 0 points is completely dif-

ferent, 1 point is exactly the same. The experimental process shows that the average 

similarity is 0.6. 

Table 2. Comparison of BLEU scores on several translation models between  

original and augmentation data. 

Translation 

model 
BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Original data 

Rule-based 

translation 
78.5 76.33 72.67 68.02 

Seq2Seq  74.43 64.67 60.56 58.5 

Transformer  76.25 70.33 68.25 65.2 

Augmentation data 

Rule-based 

translation 
78.5 76.33 72.67 68.02 

Seq2Seq  92.5 89.25 85.4 81.11 

Transformer  94.87 92.16 90.15 89.23 

 

Through the experimentation process with several models, we observed that BLEU 

score do not change with the rules-based translation model, but have a significant 

change with the statistical translation models.  

In general, the BLEU scores on the test sets are higher than the BLEU scores of 

certain other languages, such as in our case. The translation paradigm is mostly un-

changed, as the majority of linguistic units in the two languages are equivalent. Only a 

few non-sign language terms are substituted with synonyms. In terms of sentence struc-

ture, VSL pairings are significantly less diversified than those of other language pairs. 

Thus the language model is simpler than the machine because the probabilistic model 

is convergent. Nevertheless, there are discrepancies between test sets. This variation 

depends mostly on the length, complexity, and vocabulary of each domain’s sentences. 

The majority of sentences in the communication domain are short and simple, and the 

proportion of vocabulary from the VSL lexicon is larger than in other data domains. 

However, this BLEU score is suitable and has not too special value when referring to 

some sign language translation problems like ours such as German sign language trans-

lation with 82.87 points BLEU [17], Thai sign language [18], .. 
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4 Conclusion 

VSL is a low resource language. While other low-resource languages have had some 

research results on the problem of machine translation, VSL is still an open problem 

and there are many approaches. Bilingual data of Vietnamese sentences - VSL syntax 

correct sentences has not been studied yet. With this translation problem, data is a very 

important part. In order to form modern translation models, it is necessary to construct 

enough data, so the proposed method of enriching this data on the wordnet is an option 

that has achieved good results. The evaluation results show that the BLEU scores in our 

test sets are much higher than other bilingual translation problems. For the reason in 

our problem, the translation model is almost unchanged with mostly the same language 

units. However, here we use this proposed method for a new and scientifically 

significant issue as well as to be applicable in practice. 
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